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Our upcoming Arm Al Tech Talks

Date Title Host

February * New Arm ML Quarterly Research Special *

: . - : Arm MLR h
22n, 2022 Federated Learning Based on Dynamic Regularization to Debias Model Updates m esearc

Visit: developer.arm.com/techtalks
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Presenters

Davis Sawyer

Davis is the Co-founder and CPO at Deeplite,
where he leads product development and
strategy. Recognized as a C2 Montreal
Emerging Entrepreneur, he also serves as

chairperson for tinyML Montreal and Toronto.
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Charles Marsh

Charles is the CCO at Deeplite, leading sales
and business development. He specializes in
business growth for high-tech start-up
companies, with two successful exits to-
date.
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What we’ve learned as an industry:

Productizing computer vision Al at the edge is
hard
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Latest wave of accurate DNNs for Computer Vision

Making real world vision-powered products possible

Intelligent Video Analytics Smart Doorbell Cameras
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Latest wave of accurate DNNs for Computer Vision

How do we go from research To the real-world:
NVIDIA Tesla V100 GPU Quadcore Arm Cortex-A53 CPU
250 Watt 200mW
$2250-8000 USD $30-35 USD (RPi3B)
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Simplified process for an edge computer vision Al use case

Do you have
train/test data?

Get
Data

No

What is your target
hardware?

Does your HW
Support your Model?

Develop model and inference |_

engine suitable for existing HW |

Deploy your model to
the target edge

device
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Do you have a Is your model Goto
Yes ¥ Yes — Y 5 Yes —
trained model? accurate enough- Step 2
Get f
Change Model
l\gojel < No Architecture
ode No
Go to
Step 1
Acceptable Cost?
Power Consumption? Yes to Is your model inference Go to
Memory Footprint? I fast enough? Yes —— Step 3
CPU Usage? a
Al framework support? Train new Model |
Architecture
Yes - Optimize & Quantize
Can you update your| No pre-trained model [¢ ] No
hardware? Low level optimization
and inference code
Upgrade your
hardware “
Accurate on Real _[Accounting for data Add new use cases?
T T CI/CD pipeline? DEVEIOpment
Retrain Get New No Retrain Get New No Federated Learning?
Model Data Model Data On Device learning?
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Really simplified process for an edge computer vision Al use case
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Data preprocessing TensorFlow EUtran
Visualization, HP tuning PyTorch, ONNX
Architecture design Distributed training
TensorFlow, PyTorch Cloud/on-prem Automated Model

Optimizer, Quantizer
and compiler
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Edge

A 9

Functionality Test Bundling l)eep"te RT
Integration Test Flask
Performance Test Compiler/RT Ru ntime/
Inference

P,

Feedback loop

arm



Best Practices for Model Training / Development (Step 1)

Object Detection on COCO test-dev

Leaderboard Dataset

View box AP Vv by Date Vv for Models not using extra training data v  Su rge in |a5t feW years in

5 _ accurate, off-the-shelf deep
- neural networks for vision
Dual-Swin-L (HTC, multi-scale)
o CSP-p6 + Mish (multi-scale) YOLOVA-P7 with T-TAYYOIOR related tasks
voLovs  YOLOVS

0 multi-scale) W = vofé?(gl

—

* Model Size/Inference Speed

0) @
PP-YOLO

z
X 40 tradeoffs to be made when

L, T moving from training to

inference hardware
20
10
Jul"18 Jan "19 Jul'19 Jan '20 Jul '20 Jan '21 Jul '21
Other models -~ Models with highest box AP
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Best Practices for Model Training / Development (Step 1)

& Pytorch Image Models Results Visualization.ipynb 7+

Yile Edit View Insert Runtime Tools Help Changes will not be saved

Code + Text #2 Copy to Drive
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data source

' @

ae &4
tf_efficientnetv2_b2

g family=efficientnetv2
. Jinfer_step_time=62.706

top1=85.9

“|param_count=10.1

.|infer_samples_per_sec=4081.75
infer_img_size=260

Vision Transformers (ViTs) are gaining popularity
but massive compared to CNNs (329Mparams vs 10M)

Compact CNNs
still required for
edge devices

arm


https://colab.research.google.com/drive/1yPpAtsibYw8jkzOarLBhdXnWvJR0Uqlo?usp=sharing

Best Practices for Model Training / Development (Step 1)

Al Frameworks
What if I'm in Industry?

Fraction of Papers Using PyTorch vs. TensorFlow ™ Tensorfiow W PyTorch

| Industry |

|

Are you using SOTA models?

[ 1
Are you building

100%

75%

| Model Building | e -l e
4]
o L]
]
= 50%
8 Do you require audio
6 and/or video input?
o E | Deployment |

25%

®TF ¥

0%
2017 2018 2019 2020 2021
Year ..
 Many CPUs and MCUs don’t * SOTA Vision models are
data source support PyTorch/ONNX for :Dnc_lreasrl]ngly available in
inference ylore
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https://www.assemblyai.com/blog/pytorch-vs-tensorflow-in-2022/

Best Practices for Inference Optimization (Step 2)

CV Model Architecture Optimization

Built-in
Capabilities

1 *  Weight
L Pruning
*  Pruning+XNN

TensorFlow | r.

* NAS

3" Party Tools

* Open-Source
Distillation &

Compression

PyTorch |

Accelerators
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Application

Image
classification

Object
Detection

Segmentation

TIE]

Architecture

VGG19

Mobilenet-
v1.0

ResNet18

ResNet50

ResNet50-
SSD300

ResNet34-
SSD300

Yolov3

Unet-
ResNet18

Deeplab-
Mobilenetv2

U-Net

Deeplite Neutrino Compression (FP32)

Original Size

80MB

12.8MB

45MB

97MB

54MB

32MB

235MB

83.34MB

29.1MB

65.9MB

Optimized Size

2.16MB

530KB

1.8MB

26MB

18MB

11MB

28MB

34.7MB

13.3MB

1.04MB

Improvement

x3

HI

x
N
N

Accuracy

Change (%)

<1.00% (Topl)

~1.50% (Top1)

<1.00% (Topl)

~1.50% (Top1)

~0.00 (mAP)

~0.00 (mAP)

<0.02 (mAP)

~0.00 (mloU)

<0.02 (mloU)

<0.01 (mloU)

Dataset

CIFAR100

Visual Wake
Words

Subset of
ImageNet

ImageNet

Subset of
COC02017

VOC 2012

Carvana
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Best Practices for Inference Optimization (Step 2)

Low precision quantization for efficient inference

POSt'Trammg Quantlzatlon Accuracy/Performance Benchmark
(PTQ) ResNet18-Visual Wake Words

1F FP16, INTS

Quantization-Aware Training ]
TensorFlow | ONIDIRT 8o DeepliteRT 2bit
100% Model 93.54% 92.68%
e DeepliteRT
2bit/1bit 91.45%
90%

80%

Post-Training Quantization

2bit DLRT is 327% faster than ONNX RT

: . (PTQ)
FP16, INT8 70% (Quadcore Arm-Cortex A-53 CPU)
P | O rC h Quantization-Aware Training 60%
(QAT)
INTS, 2bit, 1bit .

Image Classification Models

DeepliteRT
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Best Practices for Streamlined Edge Deployment (Step 3)

15

e Approaching GPU inference speed on Cortex-A CPU

© 2021 Arm

25

20

=
(€]

Throughput (FPS)
)

(%]

DeepliteRT ResNet18 Benchmark

15.455
3.6496 3.957

] I

Runtime/Framework

21.37

B ONNX-Runtime

m TFliteFP32 (XNNPack)

m TFlite8bit (XNNPack)

m DeepliteRT (2A/2W)
DeepliteRT (1A/2W)
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Visual Wake Up + Detection on Arm Cortex-A CPU

2bit YOLOV5 Running on
Raspberry Pi4

(Arm Cortex-A72 @
1.5GHz Quad-core CPU)
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Best Practices for Streamlined Edge Deployment (Step 3)

e Save on memory, cost and power for inference
e Save on development effort with docker & pip install for deployment

Deeplite Neutrino
Reference Model T
: \4
1 . . 5
i | Compression Quantization
1
Optimized model in FP32 < : !
I
: FP32* "2bit/mixed—precision (2,8 and FP32) model
1
FP32 |_ _ _ 5 A .
(Ease of |use scenario;> l}eeplltecompller
.dlrt

 DeepiterT

’ ARM Cortex-A CPU
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Putting it all Together in the Edge Al Workflow

\ Edge

.. ’?’ [ ')
.Y :§¢ o m. &N v
: § 8 888, e z . [
} Train }:5 gg e } } s Test } Deploy } @ &
o o oo o st
o v - .
Data preprocessing TensorFlow H Functionality Test Bundlin I.)ee I|teRT
Neutrino Y £ P

Visualization, HP tuning PyTorch, ONNX Integration Test Flask

Architecture design Distributed training L. . . Performance Test Compiler/RT Runtime/
k TensorFlow, PyTorch Cloud/on-prem Automated Model Optimizer, Quantizer and compiler

Inference
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Person Detection on low-power Arm CPU

Problem Solution & Result

* Developed unique version of Yolov5 family

* Increasing cloud costs to support application . )
8 PP PP (code name Deeplite Piccolo)

* 1000s of cameras in field (Cortex-AS3) * 2-bit quantization via Neutrino engine
* Train a multi class object detection model « Running via DeepliteRT on camera
* Small, fast & accurate enough to run on device « Ground-breaking performance

e <200 ms
* <4% impact on accuracy

Product differentiation

DeepliteRT

-
-

dWs$s

\/‘7

)

19 © 2021 Arm q r m



Person Detection on low-power Arm CPU

Approach

Code

e
N

TensorFlow

Data preprocessing

Visualization, HP tuning
Architecture design

K TensorFlow, PyTorch

PyTorch, ONN

Cloud/on-prem

Distributed training

X
/utomated Model Optimizer,

[

-
o

. °

eeo90009

P X IIIIT XY
rococoe e

LTYYY)
(IT 11T
PYY Y]

eecocos
ooo

Neutrino

Quantizer and compiler

—

Functionality Test
Integration Test
Performance Test

Bundling
Flask
Compiler/RT

~
)

Tested Yolo5

family on Cortex-A53

Developed unique version of Yolo5

family (code

name Deeplite Piccolo)

Upload to Deeplite Model Zoo

2 months on multi-GPU
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Piccolo-n 2bit-QAT and Compiler
with Deeplite Neutrino

< 4% impact on accuracy

1 month on multi-GPU

Edge
= 153[]
B

DeepliteRT

Runtime/
Inference

e <200 ms running on rasp-pi4b

 Deployment on camera
(quadcore Arm Cortex-A53
CPU) as next step

1 week to test

arm




Arm CPU-Powered Person Detection in Action!
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=-SMrArRT
Intelligent Speed Adaptation on low-power Arm CPU

Problem Solution & Result

« GPS speed control not efficient & accurate ’ gliﬂigggﬂng pipeline & testing for Yolo and
* Speeding in construction zones = huge expense * Neutrino optimized model (17x size reduction)
e 1000s of units in field (must use existing CPU) . Deeplite platform and run-time produced
 Train an efficient object detection model Yolo5s (2bit quantized model) on rasp-pi4b

* Small and fast enough to run on Cortex-A53 ii;igmrgzct on accuracy

IR [§
DD oS
A

*
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=-SMrArRT
Intelligent Speed Adaptation on low-power Arm CPU

Approach

Edge
=3 e
I

i

Deploy

®oooo
(X II1TTX]
pLllIl1XZ

ﬁ\ ° . H ( @ A
} } | :\j‘ ' \ 2 : . } } @ &
o/ o/ L 2 4 {
a) / \ . .
Data .Dat? pr.eprocessing TensorFlow Neutrino Function?Iity Test Bundling l)eep"teRT
Visualization, HP tuning PyTOrcj:;:)/ Integration Test Flask

Architecture design Distributed trajaing . . . Performance Test Compiler/RT Runtime/
k TensorFlow, PyTorch Cloud/op-grem Automated Model Optlmlzier, Quantizer and compiler

Inference

Train object detection models for e 17x compression over 32bit e 256.78 ms running on rasp-
construction zones & speed limits models with <0.02 mAP drop pidb

>0.80mAP _ *  Yolo5s 2bit-QAT and Compiler with *  Successfully deployed &
Based on Yolo and Resnet-SSD series Deeplite Neutrino running on camera (quadcore
of models (PyTorch) Arm Cortex-A53 CPU)

2 months on multi-GPU 1 month on multi-GPU 1 month to test/deploy
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Always-on, Optimized Computer Vision with Arm NPU

Deeplite Neutrino arm

Ethos U-55 Inference Throughput 70% Speedup
3000 60% Memory savings
2000
- m I
0

W Baseline M Neutrino

Person Detection, High Efficiency Use Case:
* Baseline MobileNetv1-0.25x model
* Neutrino 2x compression with > 85% final accuracy

Inferences / second

Object Classification, High Performance Use Case

* Baseline ResNet-18 model Ethos U-55 Inference Throughput 460% speedup
* Neutrino 22x compression with < 1% drop in 300 180% wemory savings
accuracy 200

Inferences / second

100 / .
0 I

m Baseline m Neutrino
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Go from Al research to the real-world with DeepliteRT

Try it Today: dirt.deeplite.ai

Username: armdlrt

Password: armdlrt
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