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◼ HPCI, High Performance Computing Infrastructure established in 2012 as national HPC 
infrastructure, is a system connecting the Tier 0 flagship system and part of the Tier 1 major 
Universities and National Lab systems by high speed academic network (SINET-5).

HPCI and Supercomputer Fugaku 

◼ World’s top class HPCI computing resources with 
variety of system type  are provided to open call.
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SINET-5 (100 Gbps)

: node

: domestic line

: international line

As of June 2019

K computer

1.5 PFlops x Year

Other HPCI machines in total

14.2 PFlops x Year

Shared Storage 

45 PB

Computing resources allocated 

at the Public Call in FY 2019
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◼ Fujitsu adopts Arm ISA and develops own micro architecture with HPC enhancement

Supercomputer Fugaku: CPU A64FX outline
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http://www.fujitsu.com/jp/Images/20180821hotchips30.pdf

CPU :  ~2.7TFLops (x 〜20 of K)

1 rack : ~1PFlops (x 〜80 of K)
~10 racks
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User Support --- as a Part of RIST’s Activities in HPCI
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User Selection
and

Resource Allocation

User SupportDissemination of

Achievements

◼RIST’s Roles
◆Registered Institution for Facilities Use 

Promotion of the “Specific High-speed 
Computer Facilities” (K computer)

◆Representative for HPCI Operation

◼RIST’s Activities

First Level Support

Advanced Level Support

◆User application porting

◆Serial and scalability tuning

◆Application software provisioning

We are undertaking user 

support activities toward Fugaku.
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◼ Toward user support for Fugaku

◆Preparation for application software provisioning on Fugaku

◆Upskilling of the support team for tuning supports on Fugaku

◆Preparation for education program about utilization of Fugaku

Toward Supercomputer Fugaku
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・・・ 2012 ・・・ 2019 2020 2021 ・・・

Ｋ
▼9/28 started ▼8/16 Service terminated

Fugaku
▼Service startEarly access

Post-K Computer Performance Evaluation Environment

Preparation for user support
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Application Software 

Provisioning
for efficient utilization 

of HPCI supercomputers
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Widely-used Applications in HPCI projects
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■ Strong color: OSS/Commercial
➢ Based on user reports publicly available 

on Jan. 23, 2019 

➢ Limited to applications in the HPCI 

database.
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◼ Various kinds of software are ready-to-use for HPCI users now, collaborating with 
computing centers associated with HPCI, and National Projects

◆Widely-used open-source software (OSS)

◆Promising software developed by JP National Projects (NP)

Application software ready-to-use on HPCI supercomputers
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Kinds Application software Installed machines

OSS
OpenFOAM, LAMMPS,                                    

Quantum ESPRESSO, GROMACS

◼ K 

◼ FX100 (in HPCI sytem)

NP
NTChem, MODYLAS, SMASH, OpenMX, 

SALMON, HΦ, GENESIS, ABINIT-MP, 

PHASE/0, FrontFlow/blue, FrontISTR

◼ HPCI other than K
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What ready-to-use means?
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◼Ready-to-use means

◆Pre-installation of the software

◆Documents for Utilization

⚫Examples for utilization

⚫Tutorial

⚫Benchmark information
HPCI Portal site
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RIST is currently undertaking 

Application Software Provisioning for Fugaku,

looking ahead to the future collaboration with Arm community.
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◼ Who are the targets?

◆ Potential users of Fugaku

◼ What can you do with the Environment?

◆ Approximate performance of programs is attainable

◆ The Environment mainly consists of: 

⚫ “Processor simulators” 

⚫ “Performance Estimation Tools” (on FX100) 

⚫ “Compilers (Fortran, C/C++)” for Fugaku

◼ Call for project proposals now open

◆ The project period is up to 6 months 

◆ The call is open throughout the year

◆ RIST provides technical supports

Call for project proposals

Post-K Computer Performance Evaluation Environment  

Estimate your code performance 

on future Supercomputer Fugaku !

See HPCI Portal site for more details...
* Post-K = Supercomputer Fugaku
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◼HPCI was established in 2012 as a national HPC infrastructure 

◼ Supercomputer Fugaku, the next flagship system of HPCI and the successor 
to K computer is scheduled to be operational around 2021.

◼User support is one of the RIST’s roles

◼ Various kinds of software are already ready-to-use for HPCI users now.

◼ Towards Fugaku, RIST is working for making OSS ready-to-use on it, looking 
ahead to the future collaboration with Arm community.

◼Call for project proposals for “Post-K Computer Performance Evaluation 
Environment” is now open, and RIST provides technical supports for them.

Summary
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