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The CATALYST UK programme

• Collaboration between

• Hewlett Packard Enterprise, Arm & SUSE

• EPCC, The University of Edinburgh

• University of Bristol

• University of Leicester

• Deploy Arm-based HPC systems across the 3 

academic sites in the UK

• Programme running for 3 years from December 

2018
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The aim of the programme

➢To investigate and showcase the potential of 
Arm-based HPC systems

➢To further drive supercomputer adoption in the 
UK in general, and in the commercial sector in 
particular

➢To cooperate with the UK industry to jointly 
develop critical applications and workflows to best 
exploit the Arm system capabilities

➢To provide training for researchers to 
successfully and productively work with Arm-
based systems in the future
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The systems

• HPE Apollo 70

• The clusters at each university are largely 

identical

• Designed, built and supported by HPE

• 64 nodes (i.e. 4096 cores) per cluster

• 2 racks

• Dual-socket nodes with Cavium ThunderX2 CPUs (32 

cores per CPU)

• 128GB (16 x 8GB) DDR4 per node

• Mellanox EDR InfiniBand
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EPCC’s system

• Fulhame was delivered and 

installed at the end of Nov’18

• Named after Elizabeth Fulhame - 18th 

century Scottish chemist, first to 

describe the process of catalysis

• It was used for a PRACE Advanced 

Training Centre course on the 3rd & 

4th December

• Less than 1 week after delivery!

• Since then, work has focused on 

code porting & benchmarking
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Porting & benchmarking

• Port most heavily used ARCHER 

and Cirrus packages

• Make them available as modules

• Built with different compilers, 

libraries, etc

• No specific performance 

optimisation in the first instance

• Focus on making as many 

applications available as possible
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HPCG - High Performance Conjugate Gradient 
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Single node

Multi-node

• Kernel benchmark aiming to exercise

• Floating point performance

• Memory bandwidth

• Network bandwidth and latency

• Implemented with C++, MPI & OpenMP

• Performance measured in Gflop/s



GROMACS

• Molecular dynamics simulations

• Primarily designed for biochemical molecules but 

also used on systems like polymers

• Implemented in C with MPI & OpenMP
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GROMACS 1400k atom benchmark 
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Detailed results
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Summary

• In general porting was very straightforward
• GNU compilers and Arm performance library help 

significantly

• Arm compilers can bring performance benefits

• Performance is generally good
• Not necessarily better than top end Intel

• But reasonably comparable and potentially much cheaper

• Memory bandwidth dominated codes benefit 
significantly

• The Catalyst UK programme will give the Arm HPC-
ecosystem a significant boost by creating a mature 
and stable environment for high-performance 
scientific and industry applications
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